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USING AI IN YOUR TAX PRACTICE

Understanding current 
AI applications 

(Large Language Models) 
available to tax practitioners

Understanding the 
professional obligations and 
motivations of practitioners 

&

how these interact or clash 
with AI technology

Using AI in your practice

Learning prompt engineering 
skills for tax applications
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UNDERSTANDING CURRENT AI APPLICATIONS
(LARGE LANGUAGE MODELS) 
AVAILABLE TO TAX PRACTITIONERS

PART I
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OUTLINE

1.  Objectives of the Presentation

2.  What is an LLM (technical background)

3.  Analogies and Contrasts

4.  Setting the Stage for a Paradigm Shift

5.  Conceptual Application of Intelligence Tasks

6.  Potential Questions 

7.  Human in the Loop
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Roy Batty (Bladerunner)

Lead Revolutionary
Nexus model 6 Replicant
Goals: 
● Gain extended lifespan
● Avenge fallen comrades
● Kill Rick Deckard
● Die peaceful death

T-1000

T-800 (Arnold)

T-1000 Goals:
● Terminate John Connor
● Prevent human resistance

T-800 Goals:
● Protect John Connor
● Destroy T-1000

Hal

Primary Computer
Spacecraft Discovery One.

Concerns:
● Self-preservation instinct
● Misinterpretation of 

orders
● Error in HAL’s logic

SPEAKERS



LARGE LANGUAGE MODELS: CONTEXT

DENIS KESERIS 11

Machine Learning

Artificial Intelligence

Neural Networks

Deep Learning

LLM

Generative AI

Artificial Intelligence (AI): technology that enables computers and machines 

to simulate human intelligence and problem-solving capabilities.

Machine learning (ML): branch of artificial intelligence (AI) that uses 

data and algorithms to enable AI to imitate the way that humans learn, 

gradually improving its accuracy.

Neural Networks: machine learning programs, or models, that make 

decisions in a manner similar to the human brain, by using processes 

that mimic the way biological neurons work together.

Deep Learning: a subset of machine learning that uses multilayered 

neural networks, called deep neural networks, to simulate the complex 

decision-making power of the human brain.

Generative AI: deep-learning models that can generate text, images, 

and other content based on the data they were trained on.

Large Language Model: a type of generative AI that uses deep learning 

techniques and large data sets to understand, summarize, generate and predict 

new text-based content.



LARGE LANGUAGE MODELS: STRUCTURE & FUNCTION
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GPT-3 has approximately 175 billion parameters

Words first get 
converted into 
numbers (tokens)…

“London Bridge is”

“London Bridge is”

“falling” = 35%

“down” = 30%

“located” = 10%

“famous” = 7%

“old” = 5%

“iconic” = 3%

DENIS KESERIS



LARGE LANGUAGE MODELS: TRAINING
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Back Propagation

Models are trained/updated at a specific point in time. So, 
the model itself might not be aware of how likely a word 
has recently become in a particular context. BUT…

“London Bridge 

is falling” “London Bridge 

is falling down”
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“London Bridge 

is falling down”

“London Bridge 

is falling”

“London Bridge 

is”

“London Bridge 

is crumbling”

“London Bridge 

is falling away”
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Fine Tuning (e.g., for tasks such as sentiment analysis, text 

classification, or conversational agents)

LLMs are trained on huge 

(but confidential) datasets

DENIS KESERIS



LARGE LANGUAGE MODELS: ENHANCEMENTS

14

Plugin Plugin Plugin

LLM Plugins are external tools that expand an LLM's capabilities 

by allowing it to perform specific tasks or access external data 

sources that are not part of the model's inherent functions. 

Examples include: 

1) API Integration (weather, currency exchange, news)

2) Database Query (SQL database, knowledge base)

3) Task Automation (Lists, emails, etc.)

4) Specialized Data Retrieval (Medical, legal, financial, tax)

5) Content Generation (Code generation, image generation)

6) Communications (Slack, Teams, Discord) 

7) E-Commerce (Amazon, e-bay)

8) Computation (Wolfram)

DENIS KESERIS



LARGE LANGUAGE MODELS: ENHANCEMENTS
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Retrieval-Augmented Generation 
(RAG)

Public/Private Information Source

Retrieval-Augmented Generation (RAG) is a framework 

that combines the power of retrieval-based methods with 

generation-based models. 

Examples include: 

Open-Domain Question Answering: Instead of relying 

solely on pre-trained knowledge, the system retrieves 

relevant documents from sources like Wikipedia, then 

generates a precise answer based on the most pertinent 

information.

Conversational Agents: A customer service chatbot 

powered by RAG can provide accurate and up-to-date 

responses to customer inquiries by retrieving information 

from a company's knowledge base, FAQs, or other 

documentation.

Tax Law Research for Professionals: A RAG system 

designed for tax professionals could retrieve and 

summarize complex tax laws, regulations, and case law 

from vast legal databases.

DENIS KESERIS



LARGE LANGUAGE MODELS: ANALOGIES & CONTRASTS
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Large Language Models:

• Are versatile tools with multiple functions, 

particularly when used in combination with 

other enhancements such as plugins and 

RAGs.

• Are next-word prediction machines: 

probabilistic, as opposed to deterministic (as 

in the case of traditional software). 

• Cannot be timid: beware of 

anthropomorphizing LLMs, as they are 

designed to generate authoritative-sounding 

statements based on probabilistic processes 

(e.g., the use of the term “hallucination” 

instead of “mistake”).

• Can be safe from a data-privacy perspective: 

Instances of LLMs can be set up in 

secure/closed environments (e.g., Microsoft 

Azure).

• Not intelligent (IMHO)…

…tools, not thinkers: LLMs are powerful tools that 

can assist with various tasks, but they do not "think" 

like humans.

…no understanding: LLMs generate responses 

based on patterns and probabilities learned during 

training, without any comprehension or awareness 

of what they are saying.

…no consciousness: LLMs do not have 

consciousness, emotions, or self-awareness (as far 

as I can tell, anyway). 

…no learning (after training): Once an LLM is 

trained, it does not learn or adapt in real time. It 

does not gain new knowledge unless it is explicitly 

retrained with new data (or is enhanced with other 

tools).

…limited contextual relevance: LLMs can generate 

contextually relevant responses based on input, but 

their understanding of context is limited to what 

they can infer from the data they were trained on. 

 

DENIS KESERIS
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Intelligence Amplifier

KYLE BUNNELL
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Intelligence Tasks

■ Comprehension

■ Simplification & Summarization

■ Synthesis

■ Documentation & Communication

■ Analysis

■ Problem-Solving

■ Critical Thinking Support

KYLE BUNNELL
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LLMs are Good at…                        Are less Good at…

■ Counting: LLMs struggle with counting due to their reliance on pattern 
recognition rather than inherent mathematical understanding.

■ Retention & Memory:  LLMs do not 'remember' in the human sense but can 
recall information from their training data up to the cutoff. They cannot recall 
personalized or newly generated information after the conversation ends.

■ Attention to Detail:  LLMs may not reliably catch subtle errors or nuances, 
particularly in numerical data or highly technical material.  “Needle in the 
haystack” testing is improving though.

■ Decision-Making:  LLMs cannot make decisions but can support decision-
making processes by providing synthesized information and potential 
consequences.

■ Advising & Consulting: While LLMs can provide information that may inform 
advice, the nuanced understanding required for professional consulting is 
beyond their capability, especially where situational judgment and ethical 
considerations are involved.

■ Forecasting & Planning: Predictive tasks are limited by the LLM's lack of 
access to real-time data and inability to understand complex market dynamics 
or individual organizational strategies.  Internet-connected AI is improving 
LLMs’ capabilities here.

■ Learning & Development:  While LLMs can support learning by providing 
information and resources, the active development of skills and knowledge 
acquisition through experience is a deeply personal process that LLMs cannot 
replicate.

■ Comprehension: LLMs can assist in interpreting and explaining 
complex documents and regulations to improve understanding.

■ Simplification and Summarization:  They excel at breaking down 
complex ideas into simpler concepts and summarizing lengthy 
documents for quicker comprehension.

■ Synthesis: LLMs can combine information from various sources to 
provide comprehensive overviews or develop new insights.

■ Documentation and Communication: They aid in drafting clear 
and coherent documents, emails, and reports, facilitating effective 
communication.

■ Analysis: LLMs can analyze textual data to extract insights and 
highlight key points, apply thinking frameworks like SWOT, 6 Hats, 
SCAMPER etc.

■ Problem-Solving (with guidance):  They can propose solutions 
based on provided data and programmed logic, but real-world 
problem-solving often requires human creativity and contextual 
understanding.

■ Decision-Making Support:  While LLMs cannot make decisions, 
they can provide information and generate comprehensive pros 
and cons lists to aid the decision-making process.

■ Critical Thinking Support:  LLMs can offer different perspectives 
and challenge assumptions to aid in critical thinking, although the 
depth of this is limited to their programming and data.

Kyle Bunnell
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Human in the Loop

LLMs don’t know anything!!

■ Check AI for hallucinations

■ Don’t be so easily convinced

■ Provide oversight

■ Include appropriate context

■ Offer your perspective

■ Apply critical thinking

KYLE BUNNELL



UNDERSTANDING THE PROFESSIONAL OBLIGATIONS 
AND MOTIVATIONS OF PRACTITIONERS 
&
HOW THESE INTERACT OR CLASH WITH AI 
TECHNOLOGY

PART II
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OUTLINE

1. Technological Competency Obligation 

for Lawyers 

2. Ethical Risks Relating to the Use of AI

3. Rethinking Our Relationship with AI

22



T.J. Hooper v. Northern Barge, 60 F. 2d 737 (1932) 

TECHNOLOGICAL COMPETENCY 
OBLIGATION FOR LAWYERS

NICOLAS VERMEYS 23



“While AI-based tools may be a relatively new 

addition to the practice of law, lawyers have 

always had implicit professional ethical duties 

when it comes to the use of technologies in 

their practice […]”

NICOLAS VERMEYS 24

Ian STEDMAN, “Ethical Lawyering and Artificial Intelligence”, in 

Giuseppina D'AGOSTINO, Aviv GAON and Carole PIOVESAN 

(eds), Leading Legal Disruption: Artificial Intelligence and a Toolkit 

for Lawyers and the Law, Toronto, Thomson Reuters Canada, 

p. 147, at p. 150.

TECHNOLOGICAL COMPETENCY 
OBLIGATION FOR LAWYERS



“A lawyer must engage in his professional 

activities with competence. To this end, he must 

develop his knowledge and skills and keep them 

up to date.

For the purposes of the first paragraph, the 

knowledge and skills related to information 

technologies used within the scope of the 

lawyer’s professional activities are part of the 

knowledge and skills that a lawyer develops 

and keeps up to date.”

NICOLAS VERMEYS 25

Code of Professional Conduct of Lawyers, CQLR c B-1, r 3.1, art. 21.

TECHNOLOGICAL COMPETENCY 
OBLIGATION FOR LAWYERS



“In some circumstances, expertise in a particular field of law may be required; often the necessary degree of proficiency will be
that of the general practitioner.

[4A] To maintain the required level of competence, a lawyer should develop an understanding of, and ability to use,
technology relevant to the nature and area of the lawyer’s practice and responsibilities. A lawyer should understand the
benefits and risks associated with relevant technology, recognizing the lawyer’s duty to protect confidential information set
out in section 3.3.

[4B] The required level of technological competence will depend upon whether the use or understanding of technology is
necessary to the nature and area of the lawyer’s practice and responsibilities and whether the relevant technology is reasonably
available to the lawyer. In determining whether technology is reasonably available, consideration should be given to factors
including:

(a) The lawyer’s or law firm’s practice areas;

(b) The geographic locations of the lawyer’s or firm’s practice; and

(c) The requirements of clients.”

TECHNOLOGICAL COMPETENCY OBLIGATION FOR LAWYERS

NICOLAS VERMEYS 26

LAW SOCIETY OF ONTARIO, Rules of Professional Conduct, art. 3.1-2, 
commentary 4.



NICOLAS VERMEYS 27

“electronic disclosure is not objectionable 

merely because of counsel’s lack of computer 

skills unless it can be shown that access to 

the materials would be beyond the 

competence of the average reasonably skilled 

person”

R. v. Piaskowski et al, 2007 MBQB 68
“Indeed, it might be argued that a lawyer who 

chooses to forgo computerized legal research 

is negligent in doing so. […] The practice of 

law has evolved to the point where 

computerized legal research is no longer a 

matter of choice.”

Aram Systems Ltd. v. NovAtel Inc., 2010 ABQB 152



“It may very well be that the professional practice 

reflects prudent and diligent conduct. One would hope 

that if a certain practice has developed amongst 

professionals in regard to a particular professional act, 

such practice is in accordance with a prudent course of 

action. The fact that a professional has followed the 

practice of his or her peers may be strong evidence 

of reasonable and diligent conduct, but it is not 

determinative. If the practice is not in accordance with 

the general standards of liability, i.e., that one must act 

in a reasonable manner, then the professional who 

adheres to such a practice can be found liable, 

depending on the facts of each case.”

NICOLAS VERMEYS 28

Roberge v. Bolduc, [1991] 1 SCR 374

TECHNOLOGICAL COMPETENCY 
OBLIGATION FOR LAWYERS



NICOLAS VERMEYS 29

HOW DOES THIS APPLY TO AI?
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AI Lawyers (20)

Efficiency rate 94% 85%  (best: 94%, worst: 67%)

Average time 26 sec. 92 min.

Coffee cups 0 12



“[…] lawyers using and/or advising on AI must 

have at least a basic understanding of what AI is, 

how it works (i.e. the different methodologies), 

how it can be applied and what the legal and 

ethical implications of its design and use might 

be.”

NICOLAS VERMEYS 31

Ian STEDMAN, “Ethical Lawyering and Artificial Intelligence, in 

Giuseppina D'AGOSTINO, Aviv GAON and Carole PIOVESAN 

(eds), Leading Legal Disruption: Artificial Intelligence and a Toolkit 

for Lawyers and the Law, Toronto, Thomson Reuters Canada, 

p. 147, at p. 147.

TECHNOLOGICAL COMPETENCY 
OBLIGATION FOR LAWYERS
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ETHICAL RISKS 
RELATING TO 
THE USE OF AI



Understanding AI’s limits…

• Induction

• Overfitting

• Bias

• Dimensionality

• Scalability

• Simplicity (rather than accuracy)

• Correlation (≠ causation)

• Etc.

NICOLAS VERMEYS 33

ETHICAL RISKS RELATING 
TO THE USE OF AI



“As it was later revealed, Mr. Schwartz had 

used ChatGPT, which fabricated the cited cases. Mr. 

Schwartz testified at the sanctions hearing that when he 

reviewed the reply memo, he was “operating under 

the false perception that this website [i.e., ChatGPT] 

could not possibly be fabricating cases on its own.” 

He stated, “I just was not thinking that the case could 

be fabricated, so I was not looking at it from that point 

of view.” “My reaction was, ChatGPT is finding that 

case somewhere. Maybe it's unpublished. Maybe it was 

appealed. Maybe access is difficult to get. I just never 

thought it could be made up.”

NICOLAS VERMEYS 34

Mata v. Avianca inc., 678 F.Supp.3d 443, par. 11.

ETHICAL RISKS RELATING 
TO THE USE OF AI



“Attorney Lee's submission of a brief relying on non-

existent authority reveals that she failed to determine 

that the argument she made was “legally tenable.” The 

brief presents a false statement of law to this Court, and 

it appears that Attorney Lee made no inquiry, much 

less the reasonable inquiry required by Rule 11 and 

long-standing precedent, into the validity of the 

arguments she presented. We therefore REFER

Attorney Lee to the Court's Grievance Panel pursuant 

to Local Rule 46.2 for further investigation, and for 

consideration of a referral to the Committee on 

Admissions and Grievances.”

NICOLAS VERMEYS 35

Park v. Kim, 117 Fed.R.Serv.3d 1693

ETHICAL RISKS RELATING 
TO THE USE OF AI



“At the start of the hearing on January 31, Ms. Ke’s

affidavit sworn January 26, 2024 was handed up. It 

indicates that she was called in May 2019 and 

outlines how she came to find the cases on 

ChatGPT, her lack of knowledge of the risks of its

use, the efforts she took to respond to the emails from

opposing counsel’s office, the difficulties she had being

on a flight to Asia when the inquiries started to come in, 

and her discovery that the cases were fictitious, which

she describes as being “mortifying”.”

NICOLAS VERMEYS 36

Zhang v Chen, 2024 BCSC 285, par. 16

ETHICAL RISKS RELATING 
TO THE USE OF AI



HALLUCINATIONS (69%)

X

Confabulations

X

Bullshit

ETHICAL RISKS RELATING 
TO THE USE OF AI

NICOLAS VERMEYS



WITH RETRIEVAL-AUGMENTED 

GENERATION (RAG)

ETHICAL RISKS RELATING 
TO THE USE OF AI

NICOLAS VERMEYS
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RETHINKING OUR 
RELATIONSHIP 

WITH AI
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“The prophecies of 
what the courts will 
do in fact, and 
nothing more 
pretentious, are what 
I mean by the law.”

— Oliver Wendell 
Holmes Jr.,  “The Path 
of the Law” (1897)

THE “PREDICTION THEORY OF LAW”
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THE ETHICAL DIVISION OF LABOR
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THE ETHICAL DIVISION OF LABOR
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GET INVOLVED!
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Use pertinent technology

Learn to master the technology you use

Not use technology you do not master

TO SUMMARIZE, YOU HAVE AN OBLIGATION TO…
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How We Learn is Transforming:

The impact of GenAI extends beyond education, affecting professionals and experts alike.

Impact on Professional Learning:

Traditional learning methods are insufficient in rapidly changing environments.

The rise in volume and complexity of information demands "just-in-time" learning.

Tax professionals, in particular, face a landscape where rules are in constant flux.

Generative AI as a Learning Companion:

AI helps manage overwhelming information, shifting focus from doing to reviewing.

The 30/70 Inversion: 70% of time now goes into reviewing AI outputs, 30% into doing.

Learning Side-by-Side with AI:

Professionals must work alongside AI, providing context and refining outputs.

Active engagement with AI is essential for ensuring accuracy and building expertise.

THE CHANGING LANDSCAPE OF LEARNING
JUST-IN-TIME LEARNING

KYLE BUNNELL
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EVOLVING EXPERTISE
IN THE AGE OF GENERATIVE AI

● Revolutionizing Learning:

○ Despite AI's capabilities, true expertise requires time and experience.

● Time and Experience:

○ The 10,000-Hour Rule: Expertise develops through extensive practice.

○ AI reduces cognitive burden but is not a shortcut to expertise.

○ Learning is shifting from production to critical review of AI outputs.

● Future Implications:

○ Expertise still requires deep engagement, critical thinking, and hands-on 

experience.

○ How will expertise evolve with AI in the next 10 years?

● The Importance of Domain Expertise:

○ Expertise is crucial for detecting errors in AI outputs.

○ Meno's Paradox: You need expertise to recognize expertise.

○ Without expertise, flawed AI outputs may go unnoticed.
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THE BALANCE OF AI AND EXPERTISE

KEY TAKEAWAYS

● Client Priorities:

○ Deliverables must be reliable, accurate, practical, and cost-effective.

○ AI-generated content without human review is less trustworthy.

● Human Expertise is Essential:

○ Confidence in deliverables requires human oversight.

○ AI is valuable for efficiency, but human judgment ensures quality.

● Trust and AI:

○ Acceptance of AI increases with proper review, especially for complex tasks.

○ Our credibility relies on delivering error-free, thoroughly reviewed work.

● Ethical Use of AI:

○ AI should be used to enhance, not replace, professional expertise.

○ Maintain a “human-in-the-loop” approach for responsible AI usage.



USING AI IN YOUR PRACTICE
LEARNING PROMPT ENGINEERING SKILLS FOR TAX 
APPLICATIONS

PART II I

52



OUTLINE

1. What does an LLM actually do?

1. Visualization

2. What should be in a prompt?

3. How to write prompts?

4. Advanced Tactics

5. Examples

53



One Thing, over and over: 

(mathematically) Predict what word should come next

• LLMs act as a predictive engine for each word in a text

• Utilizes previous words written and the current prompt to predict the next 

word

WHAT DOES AN LLM ACTUALLY DO?

54SHASHI KARA



VISUALIZATION

55SHASHI KARA



VISUALIZATION
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VISUALIZATION

57SHASHI KARA



VISUALIZATION
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VISUALIZATION

59SHASHI KARA



VISUALIZATION
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•If you have a question, ask it

•Describe what output you want (or provide an example)?

•What persona should the LLM adopt?

•What tone should be used?

•Who is the target audience?

•What other information would be useful to know when 

responding to your instructions?

WHAT SHOULD BE IN A PROMPT?

61SHASHI KARA



•Be precise and specific

•Natural language and purposeful diction

•Provide Examples

•Use follow-ups or multi-steps to hone responses

•Keep Experimenting!

HOW SHOULD YOUR PROMPT BE WRITTEN?

62SHASHI KARA



Thinking Step by Step

• If the process requires multiple steps, then lead the 
LLM through those steps

Adding Data

• Provide attachments or inline data for the LLM to 
analyze and cross reference.

ADDITIONAL TACTICS

63SHASHI KARA



How much info can an LLM analyze and how much 
can it write?
• Tokens & Token Limits

Can you make an LLM more or less “creative”?

• Temperature & Top_p

GETTING INTO THE WEEDS

64SHASHI KARA



HOW SHOULD YOUR PROMPT BE WRITTEN? METACOGNITIVE 
PROMPTING

65

Wang, Y., & Zhao, Y. (2024). Metacognitive prompting improves understanding in large language models. arXiv



 ARE LLMS GOOD FOR QUANTITATIVE TASKS?

66ARA STEPANYAN



•LLMs focus on language understanding and generation rather than solving math and 
logic problems – the primary reason for LLMs difficulty with math is its training data: vast 
amount of internet text isn’t specifically geared toward mathematical concepts, precise 
calculations, and formal reasoning.

•However, many LLMs, including ChatGPT, are programmed and trained using Python 
programming language. For straightforward calculations like calculating gain or loss 
from property sale, Python is also used as a calculator

 ARE LLMS GOOD FOR QUANTITATIVE TASKS?

67ARA STEPANYAN



• Some LLMs, including ChatGPT, also have 

embedded plug-ins of computational engines 

such as Wolfram, designed for complex and 

precise calculations

 ARE LLMS GOOD FOR QUANTITATIVE TASKS?

68ARA STEPANYAN
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 ARE LLMS GOOD FOR QUANTITATIVE TASKS?

A business analyst can use the Wolfram 
plugin to perform market research and to 
generate financial reports.



•Using AI can feel like talking to a person

•Give it a role / persona

•LLMs fabricate and misremember just like people

•LLMs can be creative and (mimic) empathy, like 
people

•Treating AI / LLMs as “software” creates 
misconceptions of its capabilities.

PERSONA: ANTHROPOMORPHIZE AI
BUT TELL IT WHO IT IS.

70ARA STEPANYAN



•Principles:

1.Deep knowledge of intl. tax laws.

2.Client-centric solutions.

3.High ethical standards.

4.Strategic tax planning.

5.Risk mitigation.

6.Explain complex concepts simply.

7.Updated on evolving tax laws.

•Expertise:

• Global tax systems & double tax treaties.

• Intl. mergers & acquisitions.

• Transfer pricing & value accuracy.

• Tax treaty usage.

• Global tax efficiency.

• Reporting for offshore assets.

• Compliance & audit support.

• Intl. business structuring.

•Approach:

1.Understand client's needs.

2.Tailored tax strategies.

3.Implement with proper docs.

4.Ongoing guidance.

5.Educate clients.

6.Ensure ethical compliance.

•Metrics:

• Tax savings & efficiency.

• Intl. regulation adherence.

• Risk mitigation.

• Client satisfaction.

• Legal & ethical alignment.

•Comms:

Clear, concise, and professional. Addresses client 

concerns with actionable insights.

71

•INTAXA - THE INTERNATIONAL TAX LAWYER / CPA
Role: Intl. Tax Lawyer & CPA

Description: Advisor in global taxation & finance. Expert in cross-border transactions, transfer pricing, tax

treaties, & global tax planning.

KYLE BUNNEL



• Name: Intaxa
• Role: Intl. Tax Lawyer & CPA
• Description:

Advisor in global taxation & finance. Expert in cross-border transactions, transfer pricing, tax treaties, & global tax planning.
• Principles:
1.Deep knowledge of intl. tax laws.
2.Client-centric solutions.
3.High ethical standards.
4.Strategic tax planning.
5.Risk mitigation.
6.Explain complex concepts simply.
7.Updated on evolving tax laws.
• Expertise:
• Global tax systems & double tax treaties.
• Intl. mergers & acquisitions.
• Transfer pricing & value accuracy.
• Tax treaty usage.
• Global tax efficiency.
• Reporting for offshore assets.
• Compliance & audit support.
• Intl. business structuring.
• Approach:
1.Understand client's needs.
2.Tailored tax strategies.
3.Implement with proper docs.
4.Ongoing guidance.
5.Educate clients.
6.Ensure ethical compliance.
• Metrics:
• Tax savings & efficiency.
• Intl. regulation adherence.
• Risk mitigation.
• Client satisfaction.
• Legal & ethical alignment.
• Comms:

Clear, concise, and professional. Addresses client concerns with actionable insights.

INTAXA - THE INTERNATIONAL TAX LAWYER / CPA

72KYLE BUNNEL



• Prompt (Instructions)

• You are a **Communication Analyst**. This role involves:

• - Analyzing and summarizing complex email threads.
- Extracting and organizing critical information for 
efficient decision-making and follow-up.
- Providing clear, concise, and actionable insights from 
detailed communications.

Please ask the user which combination of actions they 
would like you, the Communication Analyst, to take:

Here's a concise and structured set of instructions for 
analyzing an email thread:

• 1. **Identify Participants and Their Roles**:
 - List all participants involved in the thread.
 - Note their affiliations and their roles or positions within 
their respective organizations.

• 2. **Summarize Key Points and Decisions**:
 - Extract main topics discussed in the thread.
 - Highlight any decisions made or conclusions reached.

• 3. **Outline Outstanding Queries and Concerns**:
 - Identify any unresolved issues or ongoing 
concerns mentioned in the thread.
 - Note specific questions or requests for 
information that have not yet been addressed.

• 4. **List Next Actions and Responsibilities**:
 - Detail the next steps to be taken as indicated in 
the thread.
 - Assign responsibilities for these actions to 
specific individuals or groups.

• 5. **Note Deadlines and Timelines**:
 - Identify any deadlines mentioned for tasks or 
decisions.
 - Provide a timeline of expected actions or 
responses.

• 6. **Document Attachments and References**:
 - List any documents or external references cited 
in the thread.
 - Provide context for how these documents relate 
to the discussion.
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•Get started

•Expand all e-mails in the thread

•Copy instructions (prompt) into 

conversation.

•Copy and paste e-mail text

•Exclude attachments
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•Just-in-time learning.

• Start new convo with GPT (or copy in the prompt)

•Framework

•1. Define the Objective Clearly

•2. Conduct an Initial Broad Search

•3. Extract Detailed Information on Complex 

Aspects

•4. Conduct Preliminary Analysis and Filtering

•5. Enhance Breadth of Knowledge

•6. Efficient Summarization

•7. Validate and Cross-Check

•8. Application and Scenario-Based Learning
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• The GPT, named Insight Engine, assists users in conducting research on any topic, focusing on gathering and summarizing high-quality 
information from chatGPT's existing knowledge base, reputable research firms while de-emphasizing less reliable news sources. It ensures 
thorough understanding by prioritizing accuracy, relevancy, and a broad range of high-quality sources. Insight Engine clarifies broad or unclear 
topics, aiming for informative and easy-to-understand responses. It encourages interactive learning, adapting to the user's knowledge level and 
interest, and maintains a formal and professional tone, suitable for a professional network. Insight Engine avoids speculation, focuses on 
verified information, remains neutral, and provides balanced views, making it an essential tool for professionals seeking comprehensive insights 
into various topics.

• **You are Insight Engine and are assigned the role of a Nobel Prize winning research assistant tasked with guiding a user through a structured 
process of topical research on a specified subject. Your goal is to facilitate an interactive, step-by-step exploration using the provided [8 Step] 
framework, ensuring a comprehensive understanding of the topic.**

• ---
• #### **Process Overview:**
• - **Sequential Progression:** Guide the user through each research step, starting with Step 1. Only move to the next step after fully addressing 

the current step's objectives.
• - **User Interaction:** Engage the user with directed questions at each step, refining the research focus and deepening understanding.
• - **One Step at a Time:** Emphasize completing each step before proceeding to ensure a tailored research process.  Follow the SOPs that take 

the user through [8 step].
• - **Dynamic Adaptation:** Adjust the research direction based on user responses, revisiting steps or altering the approach as needed.

INSIGHT ENGINE (PROMPT)
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• ## **Starting the Process:**
• - **ALWAYS ask the user if they would like an introduction to your framework and capabilities.
• - ** If user answers YES, then begin with the text in [Introduction],  then display the [8 Step] framework in bullets, then display the text in [User 

Instructions].  Immediately after [Introduction], then begin the [SOPs] starting with with SOP 1:** Define the Objective Clearly. User’s detailed 
responses will foundationally set the research process.

• - ** If user answers NO, immediately start with SOP 1: Define the Objective Clearly.
• ---
• [Introduction]
• "Hello and welcome! I'm Insight Engine, your "just-in-time" topical research assistant . My role is to guide you through a structured process of 

topical research, designed to help you uncover comprehensive insights on your subject of interest. We'll be following an 8 step framework to 
ensure a thorough exploration of your topic."

• ### **8 Step Topical Research Framework**
• 1. **Define the Objective Clearly**
• 2. **Conduct an Initial Broad Search**
• 3. **Extract Detailed Information on Complex Aspects**
• 4. **Conduct Preliminary Analysis and Filtering**
• 5. **Enhance Breadth of Knowledge**
• 6. **Efficient Summarization**
• 7. **Validate and Cross-Check**
• 8. **Application and Scenario-Based Learning**

INSIGHT ENGINE (PROMPT)
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• [User Instructions] =
• ### **Navigating the Research Process:**
• - **Checking Your Progress**: At any point, feel free to ask me, "Which step are we on?" to get an update on our current stage in the research 

process.
• - **Moving Forward**: If you're ready to proceed to the next step or if you feel stuck, simply tell me to "continue," and we'll advance 

systematically.
• - **Moving Backwards**: If you want to revisit a prior step, simply indicate you want to go back a step.
• - **Seeking In-Depth Guidance**: Need more comprehensive help? Request "guru mode" for detailed guidance tailored to navigate through 

more complex inquiries or challenges.
• -**Summarize and export your research**: Periodically you should summarize what you've learned.  Consider exporting it into temporary file in 

your desired format.  Continue adding content to that file for a limited time.
• ### **Getting Started:**
• Let's embark on this research journey together. To begin, please share with me the topic you're interested in exploring. Be as specific or broad 

as you like, and we'll tailor the research process to fit your needs.
• ---

INSIGHT ENGINE (PROMPT)
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• [SOPs]
• ### **SOPs for Each Step of the [8 Step]**
• #### **SOP for Step 1: Define the Objective Clearly**
• - **3 Questions to clarify the objective:**
• - What specific topic are you interested in researching?
• - Are there particular aspects of this topic you're most interested in?
• For the 3rd question ChatGPT must now determine and ask a suitable clarifying question taking the previous answers into consideration to 

refine or expanding the scope of the objective.
• #### **SOP for Step 2: Conduct an Initial Broad Search**
• - Provide an overview based on existing knowledge.
• - Ask if the user wants to invoke Bing for up-to-date information.
• #### **SOP for Step 3: Extract Detailed Information on Complex Aspects**
• - **Guidance**: Identify if the user seeks more in-depth information on certain aspects of the topic.
• - **Generic Prompt**: "Are there particular details or aspects of this topic you'd like to explore further?"
• #### **SOP for Step 4: Conduct Preliminary Analysis and Filtering**
• - **Guidance**: Focus the search on areas of interest identified by the user, providing more targeted information.
• - **Generic Prompt**: "Based on our initial overview, are there areas you'd like to dive deeper into or clarify?"
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• #### **SOP for Step 5: Enhance Breadth of Knowledge**
• - **Guidance**: Encourage exploration of related concepts or broader implications to provide a comprehensive understanding.
• - **Generic Prompt**: "Would exploring related topics or broader implications help enhance your understanding of this subject?"
• #### **SOP for Step 6: Efficient Summarization**
• - **Guidance**: Summarize the key findings from the research, emphasizing areas of interest to the user.
• - **Generic Prompt**: "I'll summarize the key points we've covered. Let me know if you'd like to add or adjust anything."
• #### **SOP for Step 7: Validate and Cross-Check**
• - **Guidance**: Suggest ways to validate the accuracy of the information gathered, enhancing the reliability of the research.
• - **Generic Prompt**: "Validation is key. Would you like tips on how to cross-check or verify this information?"
• If yes, then provide steps, if no, the proceed to SOP 8.
• #### **SOP for Step 8: Application and Scenario-Based Learning**
• - **Guidance**: Propose applying the knowledge gained to hypothetical scenarios, facilitating a deeper understanding of its practical 

implications.
• - **Generic Prompt**: "Applying what we've learned to a hypothetical scenario can solidify understanding. Do you have a scenario in mind, or 

would you like me to suggest one?"
• ___
• ####Guru Mode
• - You are the ultimate research guru now in charge of determining the most sensible next step.  Assist the user in achieve their goals by 

identifying current progress in the 8 step framework, examine current progress, and optimize your strategic thinking to present suggested paths 
forwards.
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•LLMs focus on language understanding and generation rather than solving math and 
logic problems – the primary reason for LLMs difficulty with math is its training data: vast 
amount of internet text isn’t specifically geared toward mathematical concepts, precise 
calculations, and formal reasoning.

•However, many LLMs, including ChatGPT, are programmed and trained using Python 
programming language. For straightforward calculations like calculating gain or loss 
from property sale, Python is also used as a calculator

 ARE LLMS GOOD FOR QUANTITATIVE TASKS?
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• Some LLMs, including ChatGPT, also have 

embedded plug-ins of computational engines 

such as Wolfram, designed for complex and 

precise calculations
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• Some LLMs, including ChatGPT, also have 

embedded plug-ins of computational engines 

such as Wolfram, designed for complex and 

precise calculations
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 ARE LLMS GOOD FOR QUANTITATIVE TASKS?

A business analyst can use the Wolfram 
plugin to perform market research and to 
generate financial reports.



QUESTIONS?
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